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BACKGROUND 
Student retention and successful completion has become more important to Australian universities, in 
terms of academic outcomes, quality accountability, and national university rankings. The highest 
student attrition traditionally occurs within the first year of university study. To improve student first 
year retention and academic success, early warning and support mechanisms are usually utilised to 
address student academic performance issues. 

The success of students in their first year of university can be quite variable, and it is often difficult to 
anticipate which students require additional support. These students are classified as ‘at risk’ students. 
The ‘at risk’ students can be identified by monitoring the students' academic performance within early 
semester assessment items. Students with poor performance in these assessment items can be 
identified, and faculty and student advisors can better provide these students with support 
mechanisms in order to minimise the likelihood of student performance issues. 

PURPOSE 
The purpose for this study is to determine if other indicators are available to further identify these ‘at 
risk’ students. For early identification, the indicators present before students start their university 
degree will be investigated. The beginning step in this study is to determine if ‘at risk’ students can be 
identified based on the student demographic information, that the student provides when enrolling at 
the university. The chosen demographic subgroups of this study were: age, gender, residency, entry 
ranking, and chosen engineering discipline. 

DESIGN/METHOD 
The investigation determined if student performance issues could be identified from these available 
demographics. The method adopted was to perform grade statistical analysis on demographic sub-
groups, from a single population of all first year engineering students. That is, the study consists of 
tracking the grades within the eight common first year subjects, that all first year engineering students 
undertake, within all engineering disciplines. Statistical significance tests were carried out for each 
tested demographic, to determine if poor grades are attributable to certain demographic groups. 

RESULTS 
The analysis revealed that neither gender nor residence status of the students were significant in 
detecting ‘at risk’ students. The analysis did conclude that both student age and student entry ranking 
was significant in detecting ‘at risk’ status. In this case, students who were younger and students who 
had poorer entry ranking, were more likely to be ‘at risk’. The analysis also revealed that students who 
had not pre-selected an engineering discipline, were more likely to be ‘at risk’. Finally, there was no 
appreciable performance issues between students of different disciplines. 

CONCLUSIONS 
It was found that for some of the particular demographics, significant indicators were observed, 
whereas no significant indicators were observed for others. Based on the study’s outcome, it is 
possible to identify some groups of students, before the start of their studies, who will be most likely be 
in need of additional support in order to succeed in their first year of university. 

KEYWORDS  
Retention rates, student attrition, identifying at risk students, student demographics 

 



 
Proceedings of the 2013 AAEE Conference, Gold Coast, Queensland, Australia, Copyright © Hacker, Seagar and Cassidy, 
2013 

 

Introduction 
Student retention (Jamelske, 2009; Scott et al., 2008; Thomas, 2002; Tinto, 2010) and 
successful completion (Tumen et al., 2008; Rickinson, 1998; McMillan, 2008) has become 
more important to Australian universities, in terms of academic outcomes, quality 
accountability, and national university rankings. The highest student attrition traditionally 
occurs within the first year of university study (Shah et al., 2010, Weldegiorgis, & Awel, 2013; 
Franssen, & Nijhus, 2011). To improve student first year retention and academic success, 
early warning and support mechanisms are usually utilised to address student academic 
performance issues (McKenzie, & Schweitzer, 2001). 

The success of students in their first year of university can be quite variable. Often it is 
difficult to anticipate which students require addition support. Many universities attempt to 
identify the first year students who are struggling with their studies (classed as ‘at risk’). 
Currently the authors’ university implements the ‘amber alert’ system, that monitors students 
performance in early semester assessment items. Students with poor performance in these 
assessment items are identified, so that the faculty and student advisors can better provide 
these students with support mechanisms, to minimise the likelihood of student performance 
issues. 

Relying solely on detecting ‘at risk’ students based on student performance in early 
assessment items, may not be sufficient. It could be the case that students who perform 
poorly in their initial assessment items, ‘give up’ and ‘drop out’ of university, before these 
students can be targeted to receive the various academic support mechanisms available. A 
method of detecting these ‘at risk’ students, before students become discouraged by poor 
grades, would be beneficial. 

The purpose for this study is to determine if other indicators are available to further identify 
these ‘at risk’ students. For early identification, the indicators present before students start 
their university degree will be investigated. The beginning step in this study is to determine if 
‘at risk’ students can be identified based on the student demographic information (Andres, & 
Carpenter, 1997; Okpala, 2002) that the student provides when enrolling at the university. 
Here this determination is made a posteriori from student grades over the course of the year. 
Based on the results it will be possible in future to reverse the process and use these 
indicators in subsequent years in a predictive manner to identify 'at risk' students a priori. 

Method 
Students starting university provide a variety of information to the university, such as their 
name, address, date of birth, gender, and entry ranking. Numerous student demographic 
data can be inferred from this student enrolment information. For this study, the six chosen 
demographic subgroups chosen were: age, gender, residency (domestic and international 
student), chosen engineering discipline, and entry ranking (either OP or TER score). Note 
that a highly performing student is ranked with a low numerical value OP score or a high 
numerical value TER score, according to whether they finished high school in Queensland or 
NSW respectively. 

The investigation will determine if student performance issues could be identified from these 
available demographics. The method adopted was to perform statistical analysis on the final 
grades obtained in 2012 by all the first year engineering students, and to determine if poor 
grades were more significant within certain demographic groups. 

The ability to evaluate all first year engineering students' results is possible at the authors’ 
university, since these first year engineering students undertake a common first year. That is, 
although the university offers engineering disciplines in Civil Engineering (CV), Mechanical 
Engineering (ME), Mechatronic Engineering (MT), and Electrical and Electronic Engineering 
(EE), the first year students undertake common first year subjects. The eight common first 
year subjects being: Mathematics 1A, Mathematics 1B, Computing and Programming with 
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MATLAB, Electronics for Engineers, Design and Professional Skills, Fundamentals of 
Engineering, Engineering Mechanics, and Engineering Materials. 

The analysis of the data consisted of three separate tests. The first being a binary t-test on 
the students Gender (male/female) and Residency status (domestic/international). The 
second being a linear regression on student Entry Ranking and Age, with associated t-test 
on the linearity. Finally, was a multidimensional Hotelling’s Test on student grades with 
student chosen engineering discipline (multidimensional due to the eight separate subject 
grades being a separate dimension). 

Each of the binary t-tests aims to determine if statistical measures (mean and standard 
deviation) from two chosen groups of samples taken from the entire cohort show a 
statistically significant difference under the assumption that the samples in each group are 
distributed in a normal (Gaussian) fashion. The linear regression t-tests aim to determine if a 
linear relationship, fitted in a least squares sense, has a slope which shows a statistically 
significant difference from zero (under the assumption that the samples are normally 
disributed on either sides of the line). The Hotelling's test aims to determine if statistical 
measures of position and spread in multidimensional data-space (here 8 dimensions) from 
discipline based groups of samples taken from the entire cohort show a statistically 
significant difference from one another (again with a assumption of normally distributed 
samples). 

Binary T-tests 
The binary demographic groups of student gender (being male or female) and student 
residency (being domestic or international) was statistically tested against the average 
student marks from all subjects. In this test, the entire student sample, from all disciplines, 
was split into the two specific subgroups. A Student’s t-test was performed to determine 
whether the specific demographic groups had a statistically significant difference in their 
average mark. The test was to determine if the result was statistically significant to either a 
level of 0.05 or a level of 0.01. 

Gender test 
The total student population was N = 180. This consisted of 172 male and 8 female students. 
For this test a 0.05 significance occurs if the t-value is over 1.973, and a 0.01 significance 
occurs if the t-value is over 2.604. The analysis gave a t-value of 0.420. This indicated that 
the average mark variation between male and female students was not significant at either 
level.  

Residency test 
The total student population was N = 180. This consisted of 170 domestic students and 10 
international students. For this test a 0.05 significance occurs if the t-value is over 1.972, and 
a 0.01 significance occurs if the t-value is over 2.602. The analysis gave a t-value of 0.787. 
This indicated that the average mark variation between domestic and international students 
was not significant.  

Linear regression tests 
In the linear regression tests, the demographics were utilised as the independent variable, 
and the final overall student mark was utilised as the dependant variable. A linear least 
squares line was fitted to the data, and the analysis was to determine if the slope of the line 
was significantly different from zero. A Student’s t-test was performed to test the significance. 

The demographics tested with linear regression were the students' entry ranking (OP and 
TER) with overall student mark, and the student age with overall student mark. It was 
suspected that the linear regression results could be effected, or skewed, by a large group of 
low performing students (those getting less than 50%). Thus the t-test for linear regression 
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was performed on the entire student group, as well as the student group gaining an overall 
mark of 50% or more, and finally on the student group gaining less than 50% overall. 

Student entry ranking (OP and TER) with overall examination performance 
The student university entry ranking (OP and TER) score, was expected to be a clear 
indicator of student performance within their academic first year. The authors’ university 
attracts students from both Queensland and New South Wales. These students obtained OP 
and TER university entrance rankings (respectively). 

To test the level of significance of the entrance ranking, the average overall mark students 
obtained (for all eight first year subjects), were graphed against the individual student entry 
ranking. Two graphs result, due to each (OP or TER) ranking. 

Student ‘OP’ ranking test 
The average student mark (from all the eight subjects) with student OP score is graphed in 
Figure 1. Note that lower OP scores represent higher performing students. Inspection of the 
figure suggests that (in general) students entering with poorer OP levels, obtain lower overall 
subject marks, and are more likely to be ‘at risk’. 

VARIATION OF STUDENT MARKS WITH STUDENT 'OP' LEVEL
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Figure 1: Variation of student marks with 'OP' level 

Entire group regression T-test 
The linear regression equation: y = -2.084  X + 81.02 was tested for significance. The total 
population was N = 61. For this test a 0.05 significance occurs if the t-value is over 2.000, 
and a 0.01 significance occurs if the t-value is over 2.661. The analysis gave a t-value of 
4.950. This indicated the entire group performance was related to their OP score, to a 
significance level of more than 0.01. The negative slope of the line is consistent with the 
higher value of OP score being a measure of lower performance. 

Passing student regression T-test 
When only the students who gained an overall mark of 50% or more is included in the 
regression, the linear regression equation is: y = -1.9811  X + 84.69. The total population 
was N = 50, and for this test a 0.05 significance occurs if the t-value is over 2.010, and a 0.01 
significance occurs if the t-value is over 2.682. The analysis gave a t-value of 7.727. This 
indicated the performance from this group of students was related to their OP score, to a 
significance level of more than 0.01. 
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Failing student regression T-test 

When only the students who gained an overall mark of less than 50% is included in the 
regression, the linear regression equation is: y = 0.139  X + 36.53. The total population was 
N = 11, and for this test a 0.05 significance occurs if the t-value is over 2.262, and a 0.01 
significance occurs if the t-value is over 3.249. The analysis gave a t-value of 0.278. This 
indicated that for this group of students there was no relationship between their performance 
and their OP score.  

Student ‘TER’ ranking test 
The average student mark (from all eight subjects) with TER score is graphed in Figure 2. 
Again, the graph of Figure 2 suggests that (in general) students entering with poorer TER 
levels, obtain lower overall subject marks, and are more likely to be ‘at risk’. 

Entire group regression T-test 
The linear regression equation: y = 0.806  X + -4.518 was tested for significance. The total 
population was N = 92. For this test a 0.05 significance occurs if the t-value is over 1.986, 
and a 0.01 significance occurs if the t-value is over 2.631. The analysis gave a t-value of 
4.800. This indicated the entire group performance was related to their TER score, to a 
significance level of more than 0.01. The positive slope of the line is consistent with the 
higher value of TER score being a measure of higher performance. Note that although the 
slope of the line in Figure 2 is different from that in Figure 1, that is because of the different 
way the OP and TER rankings attribute their numerical scores to student performance. The 
two set of results and the two figures are in agreement, and confirm that the OP and TER 
ranking scores are a representative measure and predictor of student performance. 

VARIATION OF STUDENT MARKS WITH STUDENT 'TER' LEVEL
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Figure 2: Variation of student marks with 'TER' level 

Passing student regression T-test 
When only the students who gained an overall mark of 50% or more is included in the 
regression, the linear regression equation is: y = 0.737  X + 6.165. The total population was 
N = 75, and for this test a 0.05 significance occurs if the t-value is over 1.992, and a 0.01 
significance occurs if the t-value is over 2.644. The analysis gave a t-value of 6.320. This 
indicated the performance from this group of students was related to their TER score, to a 
significance level of more than 0.01. 
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Failing student regression T-test 
When only the students who gained an overall mark of less than 50% is included in the 
regression, the linear regression equation is: y = 0.207  X + 22.565. The total population 
was N = 17, and for this test a 0.05 significance occurs if the t-value is over 2.131, and a 0.01 
significance occurs if the t-value is over 2.946. The analysis gave a t-value of 1.095. This 
indicated that for this group of students there was no relationship between their performance 
and their TER score.  

Student age with average examination performance 
Before the study, it had been long suspected that mature age students were generally higher 
academically performing students. This anecdotal assumption was tested, by analysing the 
students overall final first year academic results with student age. The average mark 
obtained by the students for the eight first year subjects, are graphed against the individual 
students age in Figure 3. 

VARIATION OF STUDENT MARKS WITH STUDENT AGE
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Figure 3: Variation of Average Student Marks with Student Age 

Although the graph of Figure 3 does give the indication that older (mature age) students are 
higher performing, the statistical trend line revealed the relationship was of minor importance, 
due to the line having minimal slope (a 1.2 percentage mark increase for every year of age). 

Entire group age performance T-test 
The linear regression equation: y = 1.209  X + 38.508 was tested for significance. The total 
population was N = 180. For this test a 0.05 significance occurs if the t-value is over 1.973, 
and a 0.01 significance occurs if the t-value is over 2.603. The analysis gave a t-value of 
2.129. This indicated the entire group performance was related to their age, to a significance 
level of at least 0.05. 

Passing student age performance T-test 
When only the students who gained an overall mark of 50% or more is included in the 
regression, the linear regression equation is: y = 1.124  X + 46.320. The total population 
was N = 142, and for this test a 0.05 significance occurs if the t-value is over 1.977, and a 
0.01 significance occurs if the t-value is over 2.611. The analysis gave a t-value of 2.986. 
This indicated the performance from this group of students was related to their age, to a 
significance level of at least 0.05.  

Failing student age performance T-test 
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When only the students who gained an overall mark of less than 50% is included in the 
regression, the linear regression equation is: y = 0.203  X + 34.558. The total population 
was N = 38, and for this test a 0.05 significance occurs if the t-value is over 2.028, and a 0.01 
significance occurs if the t-value is over 2.719. The analysis gave a t-value of 0.229. This 
indicated that for this group of students there was no relationship between their performance 
and their age.  

Multidimensional Hotelling’s Test 
The Hotelling’s Test is similar to the Student’s t-test, but in this case the test allows for each 
sample to be a multidimensional value. In this study there are eight dimensions, represented 
by a subject result from each of the eight common first year subjects of the degree program. 
The test provides a ‘T’ squared value (T2), that can be utilised as a test of significance. 
However the method does not utilise the ‘T’ squared value directly, but instead the value is 
transformed into a different statistical distribution, called the ‘F distribution’. This new 
distribution provides an ‘F’ value, that is utilised to test for significance of a hypothesis. 

The Hotelling’s Test was utilised for testing if there was significant student performance 
differences between each separate engineering discipline. The engineering disciplines 
consisted of: Civil Engineering (CV), Mechanical Engineering (ME), Mechatronic Engineering 
(MT), and Electrical and Electronic Engineering (EE). The common first year also allowed 
students to enter the engineering degree, without having to yet determined their discipline 
area (undecided students). 

Entrance ranking and discipline 
Since lower entry rankings have been demonstrated (in the above ‘Linear Regression Tests’) 
to be a factor for detecting ‘at risk’ students, it was necessary to determine if lower entry 
ranking students were more likely to select a specific engineering discipline over another. 

The average entry ranking of the students selecting each engineering discipline is given in 
graph of Figure 4. As indicated from the graph, the entry ranking data revealed that the 
average entry scores (OP and TER) of the students beginning the first year engineering 
disciplines, were different between each of the selected disciplines. This suggests a 
hypothesis that the final average student performance (in the common first year subjects) will 
be statistically different between students that have selected different engineering disciples.  

Inspection of Figure 4 indicates students pre-selecting the Civil Engineering, Mechanical 
Engineering, and Mechatronic Engineering disciplines were students with generally higher 
entrance level scores. It also suggests that students pre-selecting the Electrical and 
Electronic Engineering, and those students who had not yet chosen their discipline 
(undecided), could be more likely to have performance issues in their first year studies. 

Before proceeding to test that hypothesis it was necessary to first determine if mature age 
students were more likely to select a particular engineering discipline over another. It has 
already been determined that, although of minor importance, age affects the students final 
results  and this could  bias any results.  Inspection of Figure 5 indicates the average age of  
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Figure 4: Student standardised entrance ranking to chosen discipline 

the students within each engineering discipline was between 19 to 20 years of age. It was 
thus determined that there is not a significant difference in average student age between 
selected disciplines, and that the results obtained from each discipline would not be biased 
by the effects of varying student age. 

Comparison of selected disciplines to the undecided students 
To test the hypothesis that the final average grades of the undecided discipline students, will 
be different to those students who have chosen a discipline, the Hotelling’s Test was 
performed. In these tests, one demographic group was the students that chose a specific 
discipline (Civil, Mechanical, Mechatronic, and Electrical), and the other group was the 
undecided discipline students. The statistical data results are presented in a condensed form 
within Table 1. 
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Figure 5: Variation of Average Student Age with Discipline 

Table 1: Comparison of Students choosing a Discipline with Undecided Students 

Discipline Comparison Numbers   Significance level  

N1 - N2 t2 Value F Value 0.05 0.01 RESULT 

Civil - Undecided CV - UD 71 - 15 29.11 3.33 2.061 2.751 0.01 Significance 
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Mechanical - Undecided ME - UD 58 - 15 42.98 4.48 2.086 2.802 0.01 Significance 

Mechatronic - Undecided MT - UD 18 - 15 31.36 3.03 2.355 3.362 0.05 Significance 

Electrical - Undecided EE - UD 11 - 15 36.16 3.20 2.547 3.790 0.05 Significance 

 

The results show that for all the students that have decided a discipline, the average marks 
these students obtained is significantly different to the marks obtained by the undecided 
discipline students. 

Comparison of selected disciplines to the electrical discipline 
To test the hypothesis that the final average grades of the Electrical and Electronic (EE) 
engineering discipline students will be statistically different to the students choosing other 
disciplines, the Hotelling’s Test was again performed. The condensed statistical data results 
are presented in Table 2. 

The results of Table 2 show that there is no significant difference in the average marks 
obtained by the students choosing the Electrical and Electronic (EE) discipline, with those 
students choosing other disciplines. Therefore, although the average entry ranking of the 
students choosing the Electrical and Electronic (EE) discipline is lower than for the other 
disciplines, the average final marks of these students do not vary significantly from the other 
disciplines. 

Table 2: Comparison of students choosing the electrical discipline with others 

Discipline Comparison Numbers   Significance level  

N1 - N2 t2 Value F Value 0.05 0.01 RESULT 

Civil - Electrical CV - EE 71 - 11 10.99 1.25 2.067 2.765 Not Significant 

Mechanical - Electrical ME - EE 58 - 11 10.47 1.17 2.096 2.823 Not Significant 

Mechatronic - Electrical MT - EE 18 - 11 9.86 0.91 2.447 3.564 Not Significant 

Finalising comparison between selected disciplines 
The Student Standardised Entrance Ranking graph (Figure 4) suggests the grade 
performances between students undertaking the Civil, Mechanical, and Mechatronic 
disciplines should be similar. To test this hypothesis, the Hotelling’s Test is continued on the 
average student results between each of these remaining disciplines. The results of which 
are given in Table 3. 

As indicated in Table 3, the only disciplines that show a significance (in the eight 
multidimensional subject marks) between another discipline, is the students undertaking the 
Civil Engineering and the Mechatronic Engineering discipline. It should be noted that due to 
the test being performed on the eight multidimensional first year subject marks, this test only 

Table 3: Comparison of the remaining Discipline Choosing Students 

Discipline Comparison Numbers   Significance level  

N1 - N2 t2 Value F Value 0.05 0.01 RESULT 

Civil - Mechanical CV - ME 71 - 58 5.14 0.61 2.016 2.662 Not Significant 

Civil - Mechatronic CV - MT 71 - 18 34.12 3.92 2.056 2.741 0.01 Significance 

Mechanical - Mechatronic ME - MT 58 - 18 17.93 2.03 2.079 2.789 Not Significant 

confirms a significant difference occurs between disciplines, and not between subjects. That 
is, some subjects may have higher marks on average, while some may have lower marks.  

Conclusion 
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The Binary T-Tests indicated that the average marks of students did not significantly differ 
between different gender students, and did not significantly differ between the different 
residency students. Therefore neither gender nor residency was found to be a factor in pre-
determining ‘at risk’ students. 

The linear regression tests indicated that both student entry ranking and student age, did 
significantly effect the final average student performance. Hence both poorer student entry 
ranking, and students with lower age, are a factor in pre-determining ‘at risk’ students. 
However the data also revealed that for the students who obtained an overall mark less than 
50%, both the entry ranking and age was not statistically shown to be a factor. 

The Hotelling’s Test revealed that students who had not pre-selected an engineering 
discipline (undecided students), obtained significantly different overall results to those 
students who had chosen a discipline. The conclusion is that undecided discipline students 
were more likely to be ‘at risk’. The Hotelling’s Test also indicated that some differences 
between chosen disciplines could be detected. However there was no obvious pattern in the 
student mark variation, so this particular result is of little practical value. 

Consequently, it was determined that there are some specific student demographics, that 
can be utilised to pre-identify groups of students who will most likely be in need of additional 
support, in order to succeed in their first year of university. 
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